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ABSTRACT

Context: Successful software development and management depends not only on the technologies, methods and processes employed but also on the judgments and decisions of the humans involved. These, in turn, are affected by the basic views and attitudes of the individual engineers.

Objective: The objective of this paper is to establish if these views and attitudes can be linked to the personalities of software engineers.

Methods: We summarize the literature on personality and software engineering and then describe an empirical study on 47 professional engineers in ten different Swedish software development companies. The study evaluated the personalities of these engineers via the IPIP 50-item five-factor personality test and prompted them on their attitudes towards and basic views on their professional activities.

Results: We present extensive statistical analyses of their responses to show that there are multiple, significant associations between personality factors and software engineering attitudes. The tested individuals are more homogeneous in personality than a larger sample of individuals from the general population.

Conclusion: Taken together, the methodology and personality test we propose and the associated statistical analyses can help find and quantify relations between complex factors in software engineering projects in both research and practice.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Software engineering is a broad field of study. In addition to the software itself and the many technical issues concerning its construction, development and maintenance, the field shares many aspects with most of the areas of modern business, e.g. project and product management, design, quality, customer expectations, legal issues, intellectual property and strategies. Thus, in order to develop effective knowledge on how to create successful software development projects we not only need to understand technical aspects but also in detail how the humans involved behave and why they make the judgments and take the decisions they do.

It has long been established that human performance and decision-making is affected by external factors such as stress [1] and in recent years internal factors such as cognitive ability and other individual differences have been in focus [2]. However, the connections between personality, job satisfaction and work performance are not simple with some results showing clear links while others do not [3–5]. To understand if, and how, individual differences affect judgment and performance in a particular field of study, such as software engineering, we need specific results based on focused studies in the field in question. We also need methods to establish such results empirically.

Despite early interest in the importance of human factors in software development, and in particular personal characteristics of the humans involved in software engineering processes, such factors have been largely overlooked or not been based on empirical studies [6–10]. For example, even though a few studies have considered the personality of developers, they have used outdated models and metrics, that classify people into a few groups or types to do so [11–16]. This has prevented detailed knowledge about how different aspects of personality is linked to software engineering performance and hindered the use of this knowledge in improvement efforts.

This study aims to revive interest in using measures of human factors and personality to summarize, explain and predict the outcome of software engineering processes, methods and tools. We want to understand what is known about the connections between personality, decision-making and performance within software engineering. In particular, we want to see which personality models and metrics have been used and which problems they harbor. We then want to establish what are the alternative ways in which to measure personality differences, and then apply such, modern methods to measure and associate the personalities and attitudes.
of professional software engineers. Taken together this leads to an empirically based method for establishing links between individuals and their software engineering preferences.

The aim of this paper is threefold:

1. To describe state-of-the-art personality models and tests that have a wide support within psychology that can be more generally applied in software engineering research.
2. To create and test a method for empirically studying links between personality and software engineering attitudes and preferences.
3. To provide extensive statistical analysis to find associations between personality factors and software engineering attitudes.

Section 2 of this paper provides more background on personality testing and the previous studies in software engineering that have used such tests. The design of our empirical study is then described in Section 3, followed by the results and statistical analysis in Section 4. Section 5 contains a discussion, while Section 6 concludes.

2. Personality, performance and software engineering

Personality is but one possible factor in explaining the judgments and decisions taken by humans involved in software development activities. Below we first put personality in context by describing the Blumberg and Pringle theory of work performance. We then discuss different personality models and metrics that have been proposed to measure personality and its factors. Finally, we describe the previous studies linking personality and software engineering.

2.1. Theory of work performance

The judgments and decisions taken by humans while performing a work task to a large extent determines the quality of the performance. Even though personality is one factor in affecting these decisions, and thus in determining performance, there are a multitude of other factors that can affect performance. To put personality in context we briefly outline the model of work performance described by Blumberg and Pringle [17,2].

Blumberg and Pringle noted that there were a number of conflicting theories for explaining differences in work performance. The theories could be grouped as mainly focusing on the Capacity of an individual to perform the task or on the Willingness to actually perform it. However, they noted that there was a missing dimension; the performance on a work task also depends on the Opportunity the individual has to actually perform the task. The actual performance is determined by all three of these dimensions:

- **Capacity (C)**—The physiological and cognitive abilities of the individual that enables her to perform a work task in an efficient way.
- **Willingness (W)**—The psychological and emotional characteristics that influence the degree to which the individual is inclined to perform the task, and
- **Opportunity (O)**—The particular configuration of the environment surrounding, and beyond her direct control, an individual and her task that enables or constrains her performance.

Examples of capacities are the intelligence, skills, level of education, age, physical health and energy level of an individual. Without them the individual would not be able to perform the task, and the degree to which they are present determines to what level of quality the task can be performed. Within the Willingness dimension motivational and attitudinal factors such as motivation, job satisfaction, job status, self-image and norms are typical examples. Personality is also part of the Willingness dimension. Finally, in the Opportunity dimension, examples of factors are tools, materials, working conditions, leader behavior, rules and behavior.

Given this model it is clear that personality is but one variable in building our understanding on how human factors affects software engineering performance. Even though recent studies have found ample previous work in some other areas, e.g. the motivational models reported by Beecham et al. [5], for the long-term we see the need to investigate and relate multiple variables in different dimensions of the Blumberg and Pringle model.

2.2. Personality models and metrics

One of the main views within personality psychology is that personality can be described by a set of traits, i.e. fixed set of patterns in how a person behaves, feels and thinks [18,19]. These traits can be used to summarize, explain and predict how a person will act in different situations.

Even though different trait-based theories had been proposed since the 1930s it was not until the 1970s that they gained more widespread acceptance and interest. During this period many practical tests for personality traits were created and larger, empirical studies provided extensive data sets. There was much interest in applying these tests to match people to jobs and to put together successful and creative teams.

A major step was the Myers–Briggs Type Indicator (MBTI), based on Jungian theory, which to this day is the most used personality test [20,21]. It has four dimensions: Extraversion vs. Introversion, Sensing vs. Intuition, Thinking vs. Feeling and Judging vs. Perceiving. Based on 93 forced-choice items (only two options of which one has to be chosen), a licensed MBTI assessor can find the type of a person based on the largest score for each bipolar dimension. In theory, each of the 16 different personality types measured by MBTI can be viewed as collections of packaged traits.

However, the MBTI has been called into question by research in psychology since the late 1980s [22]. Empirical results have questioned whether MBTI measures qualitatively distinct types, and especially the Judging/Perceiving dimension seems weak. The alternative is a descriptive model called the Five-Factor Model (FFM) [22,23]. The five factors refer to broad personality dimensions that have been found in empirical research: Openness (O), Conscientiousness (C), Extraversion (E), Agreeableness (A), and Neuroticism (N). In recent descriptions the Neuroticism factor is more aptly called Emotional Stability [24]. In the following we will use the traditional term, but note that increased levels for the N factor actually refers to increasing emotional stability. The Openness factor is sometimes also called Intelligence but we will avoid that term since it can be confounded with IQ testing.

The FFM is a hierarchical organization of personality traits. Under each of the basic five factors there are six sub-facets for a total of 30 different personality facets [23]. There is ample support for that the five-factor model represents the five fundamental dimensions of personality [23]. They have been found in self-reports and ratings, by clustering analysis of adjectives in natural languages, in theoretically based questionnaires, in different ages such as for children, college students and older adults. Additionally, they have been found in samples of individuals from different cultures, such as English, Dutch, German and Japanese and they are also stable over different measurement instruments and observers and also across decades in adults [23]. Recently, some studies have found that there are even more general factors of personality that can explain some of the variation seen in the five factors [25]. However, the existence of even more general factors do not invalidate the importance of factors at lower levels and the five main factors and its sub-facets are the main levels of analysis in widespread use.
The NEO PI-R is the most used instrument to evaluate the personality of an individual based on the five-factor model [26]. It evaluates the full 30 facets of the FFM and takes around 40 min to take for one individual. There is also the NEO FFI version, which is scaled down to 60 items, and takes around 15 min to take for one individual. The problem with both of these instruments are that they are ‘closed’ and require licensed assessors with special certification before they can be used.

IPIP is a freely available set of items and scales for psychometrics based on the five-factor personality model [24,27]. The IPIP scales have several benefits compared to the MBTI: They have been found to better describe personality than the MBTI, they can be further refined to more detailed trait descriptions if needed (each factor is a ‘super’ factor collecting a number of sub-factors/traits together), they provide numerical scores for each factor, which makes more detailed statistical analysis possible, they do not require licensed assessors, and they are freely available. Like the NEO scales of the five-factor model they are available in different sizes depending on how much detail about each factor is needed.

2.3. Studies on personality and software development

There have been a few studies on the personality traits of software developers. Some have focused on programmers [12,28,15] and some, on the somewhat wider notion of software engineers [11,16]. All but one have used the MBTI to measure personality.

In [11], Capretz administered the MBTI to a sample of 100 software engineers. The main findings were that Intuition–Thinking and Sensing–Thinking personality types were over-represented in the sample, while Sensing–Feeling and Intuition–Feeling were underrepresented, compared to the general public. The distinction in the Thinking/Feeling dimension is concerned with how people make decisions; either following some logical sequence of facts (Thinking) or with more focus on feelings (Feeling) than logic. Capretz also summarizes previous, related research which suggests that programmers are often introverts and that the types Introvert–Sensing–Thinking–Judging, Introvert–Intuition–Thinking–Judging and Introvert–Intuition–Thinking–Perceiving are the most frequent, while Extrovert–Sensing–Feeling–Judging, Introvert–Sensing–Feeling–Perceiving and Extrovert–Intuition–Thinking–Perceiving are underrepresented. In contrast to Capretz’s findings, Smith found [14] that among 37 system analysts 35% were Introvert–Sensing–Thinking–Judging while 30% were Extrovert–Sensing–Thinking–Judging.

Recently, Chao and Atli [12] executed a personality survey with 60 programmer respondents. They found no evidence that there is a difference in code quality between different ways of pairing personality types in pair programming tasks. On the other hand, DaCunha and Greathed [15] found that students who were more intuitively inclined performed significantly better on a code review task of 282 lines of Java code. When considering pairs of MBTI dimensions together, students that were Intuition–Thinking types found two times more bugs than students who were Sensing–Feeling. Some studies have also used MBTI personality types to understand and improve software engineering education [13].

A recent systematic review by Beecham et al. [5], summarizes 92 papers with results on the motivation of software engineers. Forty-three of these papers were identified as relevant to the question of what are the characteristics of software engineers. 52% of the papers indicates that software engineers form a distinct group while 24% indicates that they do not, while 22% said that it is context-dependent. They identify 16 different ‘raw’ characteristics of software engineers of which growth orientation (wants to be challenged and learn new skills), introversion (low need for social interaction) and need for independence, are the most cited ones.

Acuna and Juristo is an exception to the other studies since they did not use the MBTI in their work on how to assign people to different roles in software projects [16]. Based on the 16 PF-5 personality test they proposed a model for software processes based on the capabilities of the involved people. With capability they mean a skill or behavioral attribute that can be related to ‘activity-oriented behavior’ in a software process. Their work surveys existing frameworks addressing human factors in software projects, such as People-CMM, Soft Systems Methodology and ALF, and is then based on the observation that the existing frameworks do not define the capabilities of people and roles and their interaction. Furthermore, Acuna and Juristo propose a ‘table of correspondence’ between the 16 personality factors and important software project capabilities. This is an original and important contribution; however, no empirical basis is given for the correspondence table. In this work we propose a methodology for establishing such correspondences empirically. This is also in contrast to previous work that have no empirical basis, such as [10].

Preliminary results from the study in this paper was presented in a short paper at a workshop [29]. That paper calls for a more widespread use of psychometric measurements based on questionnaires in any empirical software engineering study, but only presents a few associations for a single personality factor. This paper is a heavily extended version of the workshop paper and presents extensive analysis and discussion of the full data.

Common to many of the studies on personality of programmers or software engineers is that they have primarily focused on students and not on professional software engineers. Furthermore they have all used the now dated and criticized Myers–Briggs Type Indicator which classifies persons into different types and do not consider the strengths of their personality along different dimensions. This makes statistical analysis harder and can potentially hide associations between personality factors and the decisions taken and performance shown by software engineers. Also, the existing empirical material linking personality to views and attitudes towards software development and engineering are contradictory.

In summary, there is little empirical basis for claims of the importance of considering personality factors in software engineering research and practice. Also there is a lack of a methodology to establish such an empirical basis.

3. Design of empirical study

To study human and personality factors and their effect on software engineering we have chosen to do a web-based, standardized questionnaire. This should give a broader set of data suitable for statistical analysis that can indicate, in general, if personality factors are important to consider in software engineering research. In later stages, the trends and connections indicated by the statistical analysis can be used to steer the design of more qualitative studies such as deep interviews and on-site observational techniques. However, the existence of and the strength of personality factors must first be established with more certainty.

3.1. Questions and answer alternatives

The questionnaire had two main parts: A personality test (Part I) and a set of questions to probe the attitudes and working style and habits of the respondent in areas related to software engineering (Part II).

For the personality test in Part I we chose the IPIP 50-item scale. We chose the smallest scale with 50 items over the more detailed 100- and 300-item IPPI. That previous studies on software engineering and personality have mainly used students is probably due to the fact that it is hard to get hold of professional software
engineers; they have very little time available. In reason to maximize the possibility to conduct such a study in industry, we wanted to keep the total number of questions down. Thus we had to choose the smallest of the IPIP scales.

For each of the 50 items in the scale, the respondent should judge how accurately the item describes them in relation to their peers. The answer should be on a five-point scale: ‘Very Inaccurate’, ‘Moderately Inaccurate’, ‘Neither Inaccurate or Accurate’, ‘Moderately Accurate’, ‘Very Accurately’. Respondents were encouraged to answer based on how they typically see themselves and not be too influenced by their current emotions and mental state.

Part II of the survey contained 56 additional questions on views, attitudes and working habits related to software engineering. It was divided into several subsections grouping related questions together. The first two subsections were of a general nature: Base data about the respondent (sex, age, years of experience), and about their software engineering roles and experience. Three additional subsections added more specific questions: software engineering tools and processed used, the developing organization, and the respondents view on software engineering research. Finally, a section on the respondents’ self-image was added. Appendix A1 summarizes Part II of the questionnaire in more detail.

Since one goal of the study was to make it repeatable, we tried to ensure that the wording of the questions made it hard for respondents to interpret them in more than one way, and that we only asked for one thing in each question. We added a free-text question at the end of the questionnaire where respondents could comment on the clarity of questions, answer categories and wording. The answer alternatives were mostly categorical. We chose to use, for most parts, Likert scales [30] with four alternatives, i.e. ‘very low degree’, ‘low degree’, ‘high degree’ and ‘very high degree’, to force respondents to take a stand. The exact wording of the answer alternatives changed slightly depending on the actual wording of the question but always had four alternatives corresponding to the ones above.

3.2. Pre-test procedure

Most of the questions had been previously used in a degree study by one of the authors; only eight new were added [31]. Thus we were already confident that the wordings of the questions and the sets of answer alternatives were suitable. Even so, a pre-test was performed with the help of a software developer from a company that did not participate in the study. The test was done to validate that the survey did not require too much time to complete and that the answers of alternatives were relevant for the questions and for the target respondents.

We explicitly designed the survey to require less than 40 min to take for all respondents since this was estimated to be the maximum time a commercially active software engineer would be willing to participate. The pre-test respondent needed only 19 min to complete the full survey. Even though he might not be representative this showed that a maximum of 40 min had likely been achieved. The pre-test respondent had a few comments on the wording of questions and they were refined together with him. He had no comments on the answer alternatives.

3.3. Ethical and integrity considerations

Since there are results linking personality measures based on the five-factor model with vocational interests and aptitude, the information gained from personality testing is potentially sensitive. For example, an employee might not want the employer to read the personality profile if that might negatively affect the employees career opportunities.

To overcome such fears and ensure that we had full control over the information from the respondents we opted to host the personality test on a computer at the university over which the researchers had full control. No other university employees could access the machine and once the results were gathered they were packed and encrypted and handled with utmost care. Furthermore we informed study participants that their answers would be available only to the researchers and not to anyone else in their company.

3.4. Target group and companies

The target group for the study was software engineers working in companies in Sweden that develop software for commercial use. The language used in the questionnaire, both in the introduction and the questions themselves, were Swedish.

The initial idea for the experiment was to get 20 respondents in three different software development companies to answer the questionnaire. However, after talking to a few initial companies, it became apparent that few of them would be willing to allow 20 employees to take the test. Most cited upcoming deadlines and time constraints as the reasons. However, some also showed some resistance towards “unproven methods” that are not common within software engineering or computer science. Instead we decided to contact a larger group of companies by phone.

When contacting the companies we asked to speak to one of the individuals responsible for the software developers at the company. In our first contact with the key persons at the companies, we explained the purpose and goal of our study. We also described how the raw data would be processed and that all answers of the respondents would be presented anonymously. In the second contact, when we dispatched the web survey, we reminded them that when the result was presented no respondent could be identified. We also informed them how to reach the web survey and the intended time frame for the survey. The information was also sent by e-mail to the companies.

A total of 10 software managers at different companies that matched our criteria agreed to send out information about the study to their software engineers. The information contained an introduction to the study with a link to the web survey and an invitation to participate. Seven of the companies are small- to medium-sized software development or software consultancy companies, one was a small subsidiary company within a large Swedish telecom company, one was a real-time and embedded software development department within a large industry, and one was the local branch of a large Nordic IT consultancy company.

4. Results and analysis

A total of 47 different respondents answered the web survey in two different time periods spanning 6 weeks during the summer of 2005. A number of different statistical methods were applied to analyze and find links between different aspects and factors of the responses, i.e. descriptive statistics and graphs, statistical tests, one way analysis of variance (ANOVA) and cluster analysis. We selected 28 of the 56 questions in Part II of the questionnaire for inclusion in our detailed analysis; primarily questions where the respondents could add and actually added additional answer alternatives were excluded. Finally, we applied a bootstrap technique for comparing the personality attributes of the software engineers in our study with relevant results from a previous published study. For all statistical test, a statistically significant difference is assessed when \(p < 0.05\). However, since the tests are two-tailed, we report also the cases were \(p < 0.10\) to indicate possibly significant differences or dependencies. Below we present our results.
4.1. Descriptive statistics of base data

Of the 47 respondents, 11 were female and 36 male. Fifty-five percent of the respondents were 24–35 years old, 17% were 36–40, and 23% between 41 and 55. None of the respondents were less than 25 years old and 4% were over 56 years old. These statistics are well in line with Swedish averages for the category ‘computer specialist’.

Eleven percent of the respondents had less than 2 years of software engineering experience, 19% 2–5, and 40% had 6–10 years of experience. Thirty percent had more than 10 years experience.

Forty-nine percent of respondents described themselves as foremost being ‘Programmers’, 9% as ‘System Architects’, 6% ‘Project Manager’, and 6% ‘Product Development Manager’. The rest have answered ‘Other’ and some further specified this as ‘Consultant’, ‘Team Lead’, or ‘Client Delivery Executive’. The results of the multiple-choice question on what kind of software engineering work the respondents did is shown in Table 1.

Very few free-text comments were given about the questionnaire itself by the respondents.

4.2. Cluster analysis of personality factors

Since each person’s personality is characterized by five attributes in the sample, it is interesting to investigate the existence of groupings in the data. Then we work with these groups in order to make our comparisons and find associations with the attitudes. The key point here is the use of all the personality attributes for the formation of the groups. In this way we consider all attributes together in our comparisons instead of testing each one separately. For this reason we used the multivariate statistical method, known as cluster analysis [32]. This method uses all the attributes together in order to identify homogeneous, mutually exclusive subgroups (with individuals resembling each other) which, on the other hand, have large differences between them.

For our cluster analysis, we applied the SPSS algorithm ‘Two-Step Cluster Analysis’ (TSCA) on the five personality factors [33]. This specific algorithm was employed because we preferred not to fix a priori the number of clusters since there was no such prior information. The algorithm has a great advantage compared to traditional clustering techniques as it can automatically select the optimal number of clusters by comparing the values of a model choice criterion across different clustering solutions. After extensive experimentation with the various parameters of the algorithm, we used the AIC (Akaike’s Information Criterion [34] as our information criterion with the log-likelihood distance measure other options were tried but did not produce distinct clusters). The likelihood measure places a probability distribution on the variables, which are assumed to be normally distributed and independent.

To test our assumption of normal distribution we used the Kolmorgorov–Smirnov test [35]. The five variables were tested for normality and we found that they did not differ significantly from the normal distribution ($p > 0.1$ for all variables). Regarding the assumption of independence, this is partly violated since according to Pearson’s correlation coefficient there is significant correlation ($p < 0.001$) between: (a) Agreeableness and Extraversion and (b) Openness and Extraversion. This is in line with recent results in personality psychology that there are general factors of personality that govern factors in the five-factor model [25]. Even though the assumption of independence is violated we can still apply the chosen clustering technique. As pointed out in the instructions of the algorithm [33], “Empirical internal testing indicates that the procedure is fairly robust to violations of both the assumption of independence and the distributional assumptions, but you should try to be aware of how well these assumptions are met.”

Therefore, we decided to proceed with the TSCA in order to explore the grouping structure of our personality data. It is worth mentioning that the TSCA algorithm not only divides the data into clusters, but also includes statistical tests and graphs for the validation of the clusters found.

From the results of the clustering, the AIC criterion determined that the optimal number of clusters was two. Of the 47 participants, 28 were assigned to the first and 19 to the second cluster. Table 2 shows the centroids of the clusters. For each factor a single individual can have a value between 10 and 50 (inclusive). We can see that for all individuals combined the means lie between 33.47 (Extraversion) and 38.43 (Agreeableness).

As can be seen from Table 2, the centroids show that in general the variables separate well in the two clusters. Specifically, participants in Cluster 2 seem to have larger mean in all attributes except conscientiousness where there is little difference between the clusters.

Finally, the algorithm performs a Student’s $t$-test in order to determine which of the variables are really important for the formation of the clusters, in the sense that their mean values are significantly different. The variables are then ranked according to their importance. The result of the test is shown in the bar-plot (corresponding to Cluster 1) of Fig. 1.

The bars represent the $t$-statistic, which is negative when the mean of the variable is lower than the overall mean (as in Cluster 1). The vertical lines indicate two critical values calculated for the $t$-statistic after applying Bonferroni adjustment to each of the cluster numbers [33]. The variables, whose $t$-statistic exceeds these lines is important to the corresponding cluster. In our case, the important variables for both clusters are Extraversion and Openness (in that order of importance). Agreeableness and Neuroticism, although they present differences in the clusters, are not so important while Conscientiousness is not important at all.

Overall we can conclude that we have in our sample two general personality types characterized mainly by differences in Extraversion and Openness, and partly by Agreeableness and Neuroticism. Since Cluster 2 has higher average numerical values

### Table 1

Responses to ‘What do you do in your line of work?’ (Respondents could choose multiple alternatives.)

<table>
<thead>
<tr>
<th>Answer</th>
<th>No. of respondents</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Programming</td>
<td>40</td>
<td>85.0</td>
</tr>
<tr>
<td>Design</td>
<td>25</td>
<td>53.2</td>
</tr>
<tr>
<td>Requirements engineering</td>
<td>20</td>
<td>42.5</td>
</tr>
<tr>
<td>Customer relations</td>
<td>20</td>
<td>42.5</td>
</tr>
<tr>
<td>Documentation</td>
<td>19</td>
<td>40.4</td>
</tr>
<tr>
<td>Testing</td>
<td>17</td>
<td>36.2</td>
</tr>
<tr>
<td>Verification &amp; Validation</td>
<td>15</td>
<td>31.9</td>
</tr>
<tr>
<td>Project management</td>
<td>11</td>
<td>23.4</td>
</tr>
<tr>
<td>Requirements elicitation</td>
<td>7</td>
<td>14.9</td>
</tr>
<tr>
<td>Personnel management</td>
<td>6</td>
<td>12.8</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>12.8</td>
</tr>
</tbody>
</table>

### Table 2

Centroids for the clusters ($\eta =$ mean, $\sigma =$ standard deviation) ($A =$ agreeableness, $O =$ Openness, $C =$ Conscientiousness, $E =$ Extraversion, $N =$ Neuroticism).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>O</th>
<th>C</th>
<th>E</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>36.79</td>
<td>34.93</td>
<td>36.29</td>
<td>29.39</td>
<td>35.64</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>3.446</td>
<td>3.558</td>
<td>3.473</td>
<td>5.513</td>
<td>5.180</td>
</tr>
<tr>
<td>Cluster 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>40.84</td>
<td>41.37</td>
<td>36.32</td>
<td>39.47</td>
<td>39.21</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>5.766</td>
<td>3.700</td>
<td>3.497</td>
<td>5.368</td>
<td>6.079</td>
</tr>
<tr>
<td>Combined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>38.43</td>
<td>37.53</td>
<td>36.30</td>
<td>33.47</td>
<td>37.09</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>4.902</td>
<td>4.795</td>
<td>3.445</td>
<td>7.357</td>
<td>5.774</td>
</tr>
</tbody>
</table>
for all factors we will sometimes call this cluster the ‘intensive’ one while the other (Cluster 1) is called the ‘moderate’ one. We cannot easily portray the five-dimensional space in which these clusters exist, but after a factor analysis we can reduce the dimensions to three, which explain 79% of the overall variance [32]. Then in the three-dimensional space defined by the factor scores, we can plot the respondents. The result is shown in Fig. 2. The clusters are visually distinguishable even in the reduced space. The lines are the distances from their new, three-dimensional centroids.

4.3. Cluster and attitude associations

Given the cluster analysis above and the two clusters found it is now interesting to see how the other variables, having to do with the personal characteristics (e.g. sex or age) and the attitude variables, are distributed with respect to the personality clusters. This will help us to assess the association between them (by using the $\chi^2$-test of independence). Due to the fact that some variables have many categories and missing values (when respondents did not answer a question the web survey saved a ‘No answer’ response in the data file), in order to enhance the validity of the $\chi^2$-test we merge some categories with few observations. In the end, the $\chi^2$ would test if two categorical variables are independent. If this assumption is rejected we can assess dependence (or equivalently association).

Table 3 shows the $\chi^2$ significance levels for a difference between the personality clusters and a subset of the questions from Part II of the questionnaire. They are sorted from highest to lowest significance with levels well above $p = 0.1$ excluded.

The table shows that respondents with a more ‘intense’ personality (Cluster 2) is more likely to be younger (Q54), prefer doing multiple things at the same time (Q92), prefer contributing to some part of a project instead of working with it from the start to the end (Q86). Female respondents (Q51) were more likely to have a moderate personality (Cluster 1).

There seems to be some dependence for the level of satisfaction with standards the respondents use (Q72) since the majority of respondents who did not claim strong satisfaction belongs to the first cluster while the opposite is true for the satisfied ones. However, due to the small number of respondents that were satisfied, the test gives $p = 0.121$ and, hence, cannot support significant association.

No significant dependence was found for questions in Part II not listed in Table 3.

4.4. ANOVA factor and attitude associations

In order to test the association between each personality factor and all the other categorical variables based on each of the questions in Part II, we performed ONE-WAY ANOVA with the dependent variable being each of the personality attributes separately and as categorical variable the responses to each of the questions. ANOVA shows if there is significant difference in the means of the dependent variable across the categories of the categorical one. When there is such a difference we can assess association between the dependent variable and the factor. Table 4 shows the significance levels between each of the personality factors and a question where a significant ($p < 0.1$) dependence was found. Below we discuss some of the stronger associations (for values of $p$ over 0.05 we write out the actual values) and in Figs. 3–5 some of them are depicted.

Higher levels of agreeableness is associated with preferring to work in teams (question 93), preferring project startup to working on a whole project or doing short contributions throughout a project (96), considering change management important for work satisfaction (83), doing multiple things at once (92), and a higher need to change the current working procedures (74). Agreeableness also seems to be associated with preferring nontechnical tasks above technical tasks (97, $p = 0.075$).

Higher levels of extraversion is associated with performing more efficiently when working according to a schedule or project

<table>
<thead>
<tr>
<th>Question</th>
<th>$\chi^2$-test on cluster vs.</th>
<th>$\chi^2$ significance level, $p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>54 Age</td>
<td></td>
<td>0.042</td>
</tr>
<tr>
<td>92 Multi-tasking preference</td>
<td></td>
<td>0.080</td>
</tr>
<tr>
<td>96 Project responsibility</td>
<td></td>
<td>0.082</td>
</tr>
<tr>
<td>51 Sex</td>
<td></td>
<td>0.086</td>
</tr>
<tr>
<td>72 Satisfaction with standards</td>
<td></td>
<td>0.121</td>
</tr>
</tbody>
</table>

$^a$ Some of the age categories did not appear in the second cluster. In order to simplify the appearance and perform a valid $\chi^2$-test we concatenated the original categories into four new ones: 25–30, 31–35, 36–45 and >45.
Extraversion also seems to be associated with preferring to do multiple things at once \( (92, p = 0.095) \), and feeling that they can increase the quality of their work to a high or quite high degree by their own decisions \( (77, p = 0.087) \).

Lower levels of openness is associated with feeling that the management style within the company helps and supports you \( (104) \). Higher levels of openness is associated with preferring to do multiple things at once \( (92, p = 0.095) \), and feeling that they can increase the quality of their work to a high or quite high degree by their own decisions \( (77, p = 0.087) \).

Higher levels of conscientiousness is associated with a low need to change the current working procedures \( (74) \). Higher levels also seems to be associated with preferring to take responsibility for a whole project and not single parts \( (94, p = 0.099) \).

Higher levels of conscientiousness is associated with a low need to change the current working procedures \( (74) \). Higher levels also seems to be associated with preferring non-technical tasks above technical tasks \( (97, p = 0.059) \), thinking software engineering research is not so important \( (101, p = 0.086) \), and preferring to work alone \( (93, p = 0.099) \).

Higher levels of neuroticism (i.e. being more emotionally stable) is associated with high or quite high job satisfaction \( (105) \). It also seems to be associated with considering change management important for work satisfaction \( (83, p = 0.089) \).
On questions 59 and 67 the association patterns are complex since the answer alternatives have no clear progression. Questions 87, 88 and 89 are also hard to summarize since there is no progression or scale among the categories in the answer alternatives. The full details can be found in [31].

4.5. Generalized Linear models for factors based on attitudes

In the previous analysis we explored possible associations between personality scores and attitude factors by considering all possible pairs between them. To avoid spurious associations because of multiple comparisons, we here proceed with a multivariate analysis, trying to model the relationship between personality and several attitude variables simultaneously. This involves generating Generalized Linear Models (GLM) in SPSS [36,37,33]. By declaring each one of the personality factors as response variable and the associated attitude questions from Table 4 as predictors, we tried to form a linear equation which expresses the personality score in terms of the estimated effects of the levels of the attitude questions. Below we describe this analysis for each of the personality factors in turn.

For variable E(xtraversion) we found in Table 4 possible association with questions 93, 92, 91 and 77. The GLM estimated from these variables is:

\[ E = c + \alpha_{93} + \alpha_{92} + \alpha_{91} + \alpha_{77} \]

where \( c = 33.265 \) is the intercept.

\[ \alpha_{93} = \begin{cases} -3.640 \text{ for answer 'By yourself'}, \\ 0 \text{ for answer 'In a team'} \end{cases} \]

\[ \alpha_{92} = \begin{cases} -1.118 \text{ for answer 'One thing at a time'}, \\ 0 \text{ for answer 'Several things at once'} \end{cases} \]

\[ \alpha_{91} = \begin{cases} 4.672 \text{ for answer 'After a given schedule, project plan'}, \\ 0 \text{ for answer 'As the day develops'} \end{cases} \]

\[ \alpha_{77} = \begin{cases} -4.365 \text{ for answer 'Low or Quite low degree'}, \\ 0 \text{ for answer 'Quite high or High degree'} \end{cases} \]

The \( \alpha \)-coefficients denote the effects of each attitude factor on the variability of \( E \). All the effects and the intercept were found significant with \( p < 0.001 \). The whole model was found significant by the likelihood ratio chi-square test used in GLMs with \( p < 0.001 \), showing that the model explains significant portion of the variability of \( E \) when compared to the intercept-only model (i.e. a model that would not take into account the effects of the attitude factors). The sign of the effect is important in order to interpret the positive or negative effect of the factor on the personality variable. Note that the GLM is not intended to be used for prediction but rather to explain the association of each personality variable with several attitude variables simultaneously.

Similarly, for O(penness):

\[ O = 33.444 + \alpha_{92} + \alpha_{104} + \alpha_{94} \]

where

\[ \alpha_{92} = \begin{cases} -2.675 \text{ for answer 'One thing at a time'}, \\ 0 \text{ for answer 'Several things at once'} \end{cases} \]

\[ \alpha_{104} = \begin{cases} 3.203 \text{ for answer 'Low or Quite low degree'}, \\ 0 \text{ for answer 'Quite high or High degree'} \end{cases} \]

and

\[ \alpha_{94} = \begin{cases} 1.998 \text{ for answer 'Entire development process'}, \\ 0 \text{ for answer 'Particular part'} \end{cases} \]

All the effects and the intercept were found significant with \( p < 0.001 \). Also, the whole model was found significant by the likelihood ratio chi-square with \( p < 0.001 \).

For A(greeableness):

\[ A = 39.551 + \alpha_{93} + \alpha_{92} + \alpha_{74} + \alpha_{94} + \alpha_{77} + \alpha_{96} \]

where

\[ \alpha_{93} = \begin{cases} -2.357 \text{ for answer 'By yourself'}, \\ 0 \text{ for answer 'In a team'} \end{cases} \]

\[ \alpha_{92} = \begin{cases} -0.997 \text{ for answer 'One thing at a time'}, \\ 0 \text{ for answer 'Several things at once'} \end{cases} \]

\[ \alpha_{74} = \begin{cases} 2.669 \text{ for answer 'Low or Quite low degree'}, \\ 0 \text{ for answer 'Quite high or High degree'} \end{cases} \]

\[ \alpha_{94} = \begin{cases} -7.372 \text{ for answer 'Not or Less important/Do not know'}, \\ 0 \text{ for answer 'Quite or Very important'} \end{cases} \]

\[ \alpha_{96} = \begin{cases} 1.877 \text{ for answer 'Soft parts'}, \\ 0 \text{ for answer 'Technical parts'} \end{cases} \]

and

\[ \alpha_{77} = \begin{cases} -1.243 \text{ for answer 'From project start to project end'}, \\ 0 \text{ for answer 'Project start up or Short contributions'} \end{cases} \]

All the effects and the intercept were found significant with \( p < 0.001 \). Also, the whole model was found significant by the likelihood ratio chi-square with \( p < 0.001 \).

For N(euroticism):

\[ N = 38.109 + \alpha_{93} + \alpha_{88} + \alpha_{105} \]

where

\[ \alpha_{93} = \begin{cases} -3.796 \text{ for answer 'Not or Less important/Do not know'}, \\ 0 \text{ for answer 'Quite or Very important'} \end{cases} \]

\[ \alpha_{88} = \begin{cases} 2.373 \text{ for answer 'Customer satisfaction'}, \\ -2.759 \text{ for answer 'Enterprising people in the company'} \end{cases} \]

\[ \alpha_{105} = \begin{cases} 7.566 \text{ for answer 'Own initiative'}, \\ 1.015 \text{ for answer 'Quality of the end product'} \\ 0 \text{ for answer 'Do not know'} \end{cases} \]

and

\[ \alpha_{105} = \begin{cases} -5.025 \text{ for answer 'Low or Quite low degree'}, \\ 0 \text{ for answer 'Quite high or High degree'} \end{cases} \]

All the effects and the intercept were found significant with \( p < 0.005 \) except from the effect of \( \alpha_{96} \) for the level 'Quality of the end product' where \( p = 0.083 \) (meaning that this specific coefficient cannot be proved significantly different from zero although the other levels are significant). Also, the whole model was found significant by the likelihood ratio chi-square with \( p < 0.001 \).

For C(onscientiousness), the inclusion of all attitude variables from Table 4 in the GLM did not result in a model where all factors contributed significantly. This is reasonable because the number of cases (respondents) is relatively small and because there are various associations among the attitude answers. After removing factors with high \( p \) values, from the GLM analysis that SPSS does to show the contribution of each factor to the model, we found the following model:

\[ C = 29.895 + \alpha_{74} + \alpha_{89} + \alpha_{97} \]

\[ \alpha_{74} = \begin{cases} 1.574 \text{ for answer 'Low or Quite low degree'}, \\ 0 \text{ for answer 'Quite high or High degree'} \end{cases} \]

\[ \alpha_{89} = \begin{cases} 6.788 \text{ for answer 'Customer satisfaction'}, \\ 2.101 \text{ for answer 'Enterprising people in the company'}, \\ 3.528 \text{ for answer 'Financial reason'} \end{cases} \]

\[ \alpha_{97} = \begin{cases} 5.580 \text{ for answer 'Quality of the end product'}, \\ 0 \text{ for answer 'Do not know'} \end{cases} \]
We have divided our discussion into five different parts. First, we discuss threats to validity, followed by the associations uncovered in the empirical study. We then clarify and discuss the method proposed in this paper, how it can be used in practice and ethical concerns in applying it. Part four discusses our experience in using the IPIP personality tests. Finally, we discuss future work.

5.1. Validity threats

A low answer frequency can be a threat to any survey. Since we do not have exact information on how many software engineers were invited by our contact at each company it is hard to evaluate to what degree this is a threat to our results. However, since there are a few companies where only a few engineers answered it seems likely that the answer frequency is generally low even if most of the contact person only emailed the invitation to their closest group. One explanation might be that the study was carried out in the summer; many of the potential respondents might have been on vacation. Another explanation can be that engineers are not used to the use of psychometric tools such as personality tests. With increasing use within the field and in evaluating job applicants this should become less of a problem.

The answer frequencies on questions within the survey were generally high (96–100%) with a few exceptions. We have typically handled this in the analyses by merging categories with few or no answers so this should not be a serious threat.

Since our study is based on self-assessment, and especially since it measures general attributes of the involved respondents, there is a risk for evaluation apprehension. Humans want to ‘look good’ and ‘smart’ and it might affect the sincerity of their answers. This is a general problem with personality, and any, tests based on self-assessment. However, the results from several, large empirical studies have shown that the FFM tests such as IPIP are robust to these effects [23]. The same reasoning can be used to address the potential problem that several of the items in the IPIP scales are similar. None of our respondents made any comments about this, but the authors noted it since it might lead to respondents more easily being bored and not being as sincere in their answers. Even though this is less of a problem for the shorter variant of the IPIP scale it should be considered if the longer scale is used.

The total number of respondents is limited so it is a threat to validity that the sample is not representative for a larger group of software engineers. Also there might be national variations that we do not know of. The fact that we only have Swedish respondents working in Swedish companies decreases generalizability. However, large studies on the five-factor personality model have shown no significant differences based on nationality.

5.2. Associations uncovered in the empirical study

Age seems to be strongly associated with decreases in several of the personality factors. One explanation for this is that by having made mistakes and gained experience, people become more moderate in how they approach the world; they lose their youthful naivety. A larger issue is that this can be a serious threat to the idea of personality tests measuring stable characteristics of a person. However, there is nothing in the five-factor model that states that traits are fixed over time even if the five-factor model has been shown to be stable for individuals over decades [23].

The cluster analysis is a powerful statistical method since it can help us make sense of multivariate data. Even though the two clusters are only significantly different on the Extraversion and Openness factors, Agreeableness and Neuroticism also show differences.
In any case, the grouping of respondents into a few groups makes further analyses simpler (less pair-wise comparisons to consider), and is also easier to visualize. This is further simplified by the factor analysis (not to be confused with the personality factors).

Together, cluster analysis and factor analysis are powerful statistical methods that can be used instead of the pre-defined personality types as classified by MBTI and other similar psychometric instruments. Given the more neutral personality and statistical methods. However, it is more powerful that these types really can be found in the actual data instead of by using pre-defined types that may have little or no support in empirical data. Furthermore, the numerical scales for each factor allows more powerful statistical methods than the dichotomous results of MBTI. Thus by using a more powerful personality instrument together with statistical analysis, as we have shown in this paper, we are less likely to find spurious links and hence more likely to uncover real effects.

Informally we have characterized the clusters as ‘intense’ vs. ‘moderate’ personality types. In general, we should avoid such labeling since it might be misleading. We would not like to claim that these are the two main types of software engineering personalities that exist. On the contrary with a larger and more diverse set of respondents, e.g. including non-Swedish, and more and different types of companies and organizations, other or more clusters might be found. Even so it is interesting that there are sub-groups within our group of software engineers. Potentially this could explain the conflicting results that was seen in the systematic review of Beecham et al. as to whether software engineers is a homogeneous group or not [5].

We found four questions in Part II of the questionnaire that are associated with the personality-based clusters. Two of them (sex and age) are demographic. While age was discussed above, it is not clear why sex should make a difference when it comes to personality. In contrast with our results, in a previous study female respondents were found to have higher average scores for all personality factors than male respondents [38]. It is not clear to us why sex should associate differently with personality factors among software engineers. It is possible that the software engineering profession would attract different types personalities among women than among men but we have found little previous studies exploring these gender differences. More research, on larger samples, is needed to see if such gender-related links are valid in general.

Even though several associations between personality clusters and attitudes to software engineering was found, for a majority of questions no significant associations were found. A possible explanation might be that the low dispersion, and thus high homogeneity of the sample, makes it harder to find associations. A larger study with a larger sample size would be needed to further investigate this.

The low dispersion relative to Buchanan’s larger study is interesting in itself [38]. The analysis of the dispersion, using the coefficient of variance, ensures that it is not the smaller sample size that explains the homogeneity of our sample. Even though it is not unreasonable that people in the same profession share interests and opinions, it is not self-evident that they must also have similar personalities. However, several studies have shown the power of five-factor personality measures to predict vocational interests so it is to be expected [3]. In contrast, Buchanan’s larger sample likely includes many different groups and thus should have a larger dispersion [38].

A further advantage with the five-factor model and IPIP tests was seen in the ANOVA analysis, when checking for association between varying levels of each personality factor, and the categorical answers for each of the questions in Part II. Several interesting associations were found which shows that our method of combining a personality metric like IPIP with detailed statistical analysis can be used to uncover important individual differences that can affect the efficiency of software engineering processes, methods and tools.

We note that there are several strong associations so considering personality issues in software engineering research is called for. Some of the associations we found seem intuitively right. For example, a higher degree of extraversion associates with a higher preference to working in teams. This is intuitive since an extraverted person values social interaction, which is evidently more frequent in a team than when working alone. Other associations are harder to understand. For example, a higher degree of extraversion also associates with performing more efficiently when working according to a schedule or plan. Possibly the latter association can be understood in terms of the first, i.e. since extravert persons prefer team work, and team work more often requires a schedule or plan (at least in pre-agile development processes), that might be the situations they are more used to.

We note that even if some of the associations we have uncovered can be considered unsurprising, empirical support for them is still needed since there are potentially many such effects that have no basis in reality.

In total we found 14 statistically significant ($p < 0.05$) associations between singular personality factors and individual attitude questions. Another eleven less statistically significant ($0.05 < p < 0.10$) such associations were found. However, it is important to notice that we have analyzed 28 questions and have five factors to consider. Thus a total of 140 possible associations could have been found. So for a large number of factor–question pairs there is no significant association. Thus, as can be expected, it is clear that personality is but one of the possible variables to consider when trying to understand software engineering judgments, decision-making and performance.

We added the statistical analysis using Generalized Linear Models (GLMs) in order to decrease the risk for doubtful associations caused by the inflation of the hypothesis testing error due to multiple comparisons. One advantage of GLMs is that they can be employed when multiple dependent variables are associated, such as in our case when there is a risk that there are dependencies between the answer on different questions in Part II of the questionnaire [36]. The GLM analysis can also show the strength, and not only the existence, of a link between a personality factor and individual answers on attitude questions.

We also note that there is an added benefit in being able to check for associations between personality factors within single personalities and not only between overall personality types as is often the case when using the MBTI.

5.3. Our proposed method

Our empirical study is an example of a general method for establishing empirically based links between people and their software engineering behavior. The proposed method has three main components: one or more psychometric measurement(s), one or more software engineering measurement(s), and statistical methods to analyze the links between the former two. The main idea is that the statistical methods capture knowledge about the links that can later be used to predict software engineering preferences of an individual, and ultimately their behavior and performance, just as it can be generally used to predict job performance [41]. That there is likely to exist links to behavior and performance is supported by general results linking personality factors to team success in product development [42]. The method should be of practical use to managers in software organizations when they form teams and assign project roles. By
being aware of the personalities of their staff and having knowledge of the associations to work preferences they are better equipped to align individual developers to the right role and work tasks. Given the associations we have uncovered, we suggest that software organizations maintain a personality inventory of the staff and that they consider personality factors more widely in their decision making. Not only can this benefit managers and the organization, in getting teams that function better, it can also benefit the employees since they will be more likely to be satisfied with their work. Furthermore, a personality inventory could be consulted when diagnosing problems in ongoing projects, and not only at project setup and planning. However, given the validity threats to our study the manager might need to establish if the associations uncovered in this study are valid in their organization and to what degree. Longer-term more detailed knowledge of preferences would be needed which calls for additional questions to be used when analyzing the associations to personality factors. Software managers and organizations also need to work in cooperation with researchers to establish these more detailed models and knowledge.

Based on our empirical study we suggest that software engineers and researchers choose recent and well-supported psychometric tests that are publicly available. Over time this should increase the usefulness and reusability of the results. One should prefer psychometric tests that have real-valued, continuous outcome variables, since this enables more powerful and nuanced statistical analysis such as the multi-variate analysis we have used here. Preferably, the chosen metric should also have established norms to which the obtained results can be compared. However, this is more important for researchers that are interested in the group of software engineers as a collective. It should be less important for a manager who wants to predict the behavior or performance of his particular team.

For the software engineering measurement this can be chosen at at least three different levels. The most general level is the one that we have used in our study: general attitudes and views about software engineering. A more direct choice would be to measure specific behaviors, such as the occurrence of conflicts between team members in design meetings. The third level would be to measure the performance or outcome of a software engineering activity directly. An example would be the level of customer satisfaction or the resources used in a certain phase. The later and more focused choices have the potential to be more directly useful and important for decision making in software engineering projects. However, the former and less focused choices have the potential to establish more general links that can predict several more specific behaviors and performances. Also the later levels often involve not only individuals but teams of engineers. A limitation of psychometric tests is that they may not be enough to cover such group behavior; sociometric tests might be more appropriate. There is also the potential to study several software engineering components at different levels within the same project or study.

The statistical methods employed will depend on the measures in the other two components. A detailed guide for this choice is outside the scope of this study. However, we have established that a cluster analysis can help in finding overall patterns in the psychometric measurements and also reduce the number of links that needs to be investigated. Cluster analysis will be less useful if the psychometric measurement have few dimensions; for our five dimensions it was useful. We used ANOVA tests to establish connections between each dimension in the psychometric measurements and individual aspects of the software engineering measurement. A more general and powerful technique is to use Generalized Linear Models. This is in line with a general trend that more recent, and often compute-intensive, statistical methods can extract more information from the collected data.

A criticism to the proposed method is that there is no reason to use indirect measures, such as personality, when we can ask developers about their preferences directly. For example, we could ask them directly about their preference for team work. However, an advantage with the general knowledge that the statistical analysis can uncover is that personality can be used in a very large number of ‘soft’ decisions about team and individuals in software development projects. Essentially, it can act as a substitute for more detailed knowledge about the preferences of the individuals and be a more practically useful tool for a manager or developer. Also directly asking people might not give truthful answers since political and or economical aspects can be weighed in in a particular situation. This threat is less likely when an indirect method is used to establish relations that holds in general.

There are ethical concerns that has to be considered before a study based on this method is carried out. This is often not a problem in studies where only the researchers have access to answers; they can anonymize individual results. However, if a manager leads such a study there is a risk that individual engineers will be reluctant to answer truthfully. Over time this should be less of a problem, in particular since the use of psychometric tests are becoming more widespread. For example, it is common to use personality tests in evaluating applicants when hiring [41]. However, we recommend that companies interested in this type of study teams up with external parties that can guarantee a higher level of anonymity and protection for the results of individual engineers. This is also an excellent opportunity for increased collaboration between software engineering practitioners and researchers.

5.4. Using the IPIP personality tests

In our empirical study, the psychometric measurement is the IPIP 50-item personality scale, which has all of the characteristics discussed in Section 5.3 above. It was easy to download and use the freely available scale and there is little to be lost from administering them over the web. This makes cheap and simple personality testing. In contrast, the more commonly used MBTI is harder to get a copy of and formally requires a licensed assessor to give and interpret the results. Getting such a license is expensive and effectively works as an obstacle to more widespread adoption of personality testing. This is especially so in technical fields, such as software engineering, where researchers cannot be expected to have psychological competence or education. In conclusion, the IPIP five-factor tests come with none of these drawbacks. The fact that the 50-item IPIP five-factor scale has only 50 questions compared to the 93 of MBTI can also work to its advantage. When it is combined with other questions or psychometric instruments it is important to keep down the total time needed to complete the survey. Having 50 instead of 93 questions can thus be an advantage, especially when targeting professional software engineers with little extra time to take part in research studies.

On the other hand, the IPIP contains a much larger set of individual scales to choose from and supports many different aggregate tests based on these individual scales. Thus for a researcher, that want to go into more detail and try to find associations at an even more fine-grained level, there are more time-consuming variants that can be employed.

Compared to the MBTI, there are less existing IPIP norms to compare to. In fact we have found only one report with readily available summary statistics [38]. However, the results from that study are based on an older version of the IPIP 50-item scale and thus is not directly comparable to the presently available versions and, in addition, since the five-factor model has been stable over several decades and for several different tests comparisons between old and new versions can be done, at least for indicative purposes.
5.5. Future work

Future studies similar to this one should be conducted to further strengthen the results. In particular, we would like to repeat the study but with a larger sample size and in a way so that we can control how many people actually get the invitation to participate. This would allow us to better judge the answer frequency and thus better assess this threat.

There is a potential to investigate the power of other psychometric tests in predicting, explaining, and improving software engineering performance [29]. For example, there are well-proven temperament tests that can be administered in a similar way to the IPIP [43], e.g. as has been used in software engineering research in [39]. By combining several types of psychometric tests, and potentially involving group-related metrics, potentially better software engineering prediction models can be created. Adding more direct metrics of software engineering performance should also be investigated.

At the most general level, the effects of personality on software engineering judgments and decisions cannot be considered in isolation. As was shown by the Blumberg and Pringle model in Section 2.1 there are many other variables to consider. In particular, the many different variables need to be considered in relation to each other. For example, we want to investigate how motivational factors combine with personality differences, organizational and leadership issues in determining performance in software development teams.

6. Conclusions

This study presented data from an extensive questionnaire taken by 47 software engineers in 10 different software development organizations in Sweden. The questionnaire had two main parts: A 50-item personality test, based on the state-of-the-art five-factor model of personality captured in a public domain test scale, and one part with 56 questions on views, attitudes and procedures in software engineering. Extensive statistical analyses were carried out and reported on in this paper.

A cluster analysis found two clusters of personalities among the respondents: One with more moderate personalities and one with more intense personalities, i.e. scoring higher on the factors of Extraversion and Openness. These clusters showed statistically significant associations with four questions in Part II of the questionnaire: Software engineers with more intense personalities were found to be more likely to be younger, to prefer doing multiple things at the same time, and to prefer contributing to some part of a project instead of working with it from the start to the finish. Female respondents were unlikely to be in this cluster.

A further analysis considered associations between the five personality factors and the responses to the software engineering specific questions in Part II. Several statistically significant associations were found. For example, higher levels of Extraversion is linked to performing more efficiently when working according to a schedule or project plan, and higher levels of Openness is linked to preferring to take responsibility for a whole project and not individual parts. A multi-variate statistical test was also used to quantify the strength of the links between personality factors and the answers on individual questions.

One analysis also considered associations between the questions in Part II. For example, a strong association was found between the ability to take decisions that positively affect the quality of your work and with you perceiving your work as interesting and challenging.

The dispersion in personality within the personality factors where found to be significantly less than for a larger sample of people taking a similar personality test. This indicates that software engineers is more a homogeneous group personality-wise than the population at large. This is in line with similar results for other vocations.

Together, the data and analysis reported on in this paper, find several strong associations between personality aspects and software engineering related views, attitudes and work preferences. Given that state-of-the-art personality tests with good support in the psychological theory and literature are nowadays readily available on the Internet, we believe that more software engineering researchers and practitioners should add personality metrics to their set of tools. In combination with powerful statistical techniques readily available in software packages they form an excellent method and tool set to assess the power of personality on software engineering judgments and decisions, and thus ultimately on performance. This knowledge can be used by managers to more effectively form teams and analyze problematic projects. The method we propose can thus be an important step towards evidence-based software engineering that considers human factors.

Acknowledgments

The authors want to thank all the 47 participants in the 10 companies that took part in this research and their managers for allowing them to participate. We also want to acknowledge the helpful comments from the anonymous reviewers. This research was supported partly by the Knowledge Foundation in Sweden (under a research grant for the project BESQ).

Appendix A

A.1. Questionnaire Part II

Part I of the Questionnaire was the 50-item IPIP scale. Thus, questions in Part II was numbered from 51 and onwards. Tables 5–11 summarize the questions that was used in the statistical analysis reported on in this paper. However, we have also included questions (64, 65, 69, 70) that are needed to understand the ana-

| Table 5 | Questionnaire Part II – you and your tasks.
<table>
<thead>
<tr>
<th>No.</th>
<th>Question</th>
<th>Answer alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>Gender?</td>
<td>Male, female</td>
</tr>
<tr>
<td>59</td>
<td>Years of experience in software development?</td>
<td>&lt;2, 2–5, 6–10, &gt;10</td>
</tr>
<tr>
<td>63</td>
<td>Typical size of projects in which you work?</td>
<td>&lt;3 months, 3–6 months, 7–12 months, &gt;12 months</td>
</tr>
</tbody>
</table>

<p>| Table 6 | Questionnaire Part II – tools. |</p>
<table>
<thead>
<tr>
<th>No</th>
<th>Question</th>
<th>Answer alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>64*</td>
<td>Which tools do you use daily?</td>
<td>ArgouML, Eclipse, Parasoft, Rational Rose, SunOne, TogetherSoft, Visual Studio, WithClass, DeZign, Other</td>
</tr>
<tr>
<td>65*</td>
<td>Which tool is most important in your work?</td>
<td>Same as for Q 64</td>
</tr>
<tr>
<td>67</td>
<td>How satisfied are you with that tool?</td>
<td>Very satisfied, Somewhat satisfied, Somewhat dissatisfied, Not satisfied, Do not know</td>
</tr>
<tr>
<td>Table 7</td>
<td>Questionnaire Part II – standards.</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------</td>
<td></td>
</tr>
<tr>
<td>No.</td>
<td>Question</td>
<td>Answer alternatives</td>
</tr>
<tr>
<td>69*</td>
<td>Which standards affects your daily work?</td>
<td>CMM (Capability Maturity Model), ISO 12207 (Software Life Cycle Management), ISO 9000 (Quality Management), P-CMM (People Capability Maturity Model), PSP (Personal Software Process), RUP (Rational Unified Process), SPICE (Software Process Improvement and Capability dEtermination), TSP (Team Software Process), Other</td>
</tr>
<tr>
<td>70*</td>
<td>Which standard do you consider most important in your work?</td>
<td>Same alternatives as in Q. 69 above</td>
</tr>
<tr>
<td>72</td>
<td>How satisfied are you with that standard?</td>
<td>Very satisfied, Somewhat satisfied, Somewhat dissatisfied, Not satisfied, Do not know</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Questionnaire Part II – about your organisation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Question</td>
</tr>
<tr>
<td>74</td>
<td>To what degree do you think there is a need to change the working methods you use today?</td>
</tr>
<tr>
<td>75</td>
<td>To what degree do you think your company encourages the use of specific working methods?</td>
</tr>
<tr>
<td>76</td>
<td>To what degree do you think you can decide on the working methods to use?</td>
</tr>
<tr>
<td>77</td>
<td>To what degree do you think you can take decisions that affect the quality of your work?</td>
</tr>
<tr>
<td>79</td>
<td>To what degree do you think your work is interesting and challenging?</td>
</tr>
<tr>
<td>83</td>
<td>How important is improvements/change management for you to be satisfied with your working situation?</td>
</tr>
<tr>
<td>87</td>
<td>What is your primary reason for changing the working methods?</td>
</tr>
<tr>
<td>88</td>
<td>What do you think is the company's primary reason for changing the working methods?</td>
</tr>
<tr>
<td>89</td>
<td>What do you think should be the company's primary reason for changing the working methods?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Questionnaire Part II – your preferences.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Question</td>
</tr>
<tr>
<td>91</td>
<td>Do you prefer to work:</td>
</tr>
<tr>
<td>92</td>
<td>Do you prefer working with:</td>
</tr>
<tr>
<td>93</td>
<td>Do you prefer working:</td>
</tr>
<tr>
<td>94</td>
<td>Do you prefer to be responsible for:</td>
</tr>
<tr>
<td>95</td>
<td>Do you prefer to work in:</td>
</tr>
<tr>
<td>96</td>
<td>Do you prefer to work:</td>
</tr>
<tr>
<td>97</td>
<td>If you could choose would you prefer to work with:</td>
</tr>
<tr>
<td>98</td>
<td>You work best/most efficiently when:</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Questionnaire Part II – software engineering research.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Question</td>
</tr>
<tr>
<td>100</td>
<td>How important is it with research towards new working manner in software engineering?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 11</th>
<th>Questionnaire Part II – company profile.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Question</td>
</tr>
<tr>
<td>101</td>
<td>Which of the following alternatives is the closest match to Your company?</td>
</tr>
<tr>
<td>102</td>
<td>To what degree do you feel that the management style within the company gives you opportunity to influence?</td>
</tr>
<tr>
<td>104</td>
<td>To what degree do you feel that the management style within the company supports and helps you in your work?</td>
</tr>
<tr>
<td>105</td>
<td>How satisfied are you with Your working situation?</td>
</tr>
</tbody>
</table>
lyzed questions; these are marked with a star next to their number. The original questions were in Swedish and have been translated for inclusion in the paper. The questions that are not included here are available from the authors upon request. In the tables, an answer alternative Other indicates that there was an open text area where the respondent could type in any answer.
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