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Abstract—Empirical software engineering is a research field
of growing interest. Studies within this field handles an increasing
amount of data. In order to replicate a study the data needs to be
accessible and all processing of this data needs to be reproducible.
Specifically, the handling of deviating data points, also known
as outliers, needs to be documented in order for a study to
be replicated. This study investigated the data availability for
recently published studies within empirical software engineering.
Furthermore, it also investigated if outliers are documented in
the same research field. Papers were reviewed using a literature
review and the presence of outliers was investigated using an
unsupervised outlier detection method. Only 37% of the papers
reviewed had their data accessible. Furthermore, in many cases
outliers were present in the reviewed studies but 63% of the
papers studies did not mention how outliers were handled. The
data availability within empirical software engineering research is
low and is hindering replication of studies. Additionally, the lack
of documentation regarding how outliers are handled is hindering
replication.

I. INTRODUCTION

Software is of importantance for both national and inter-
national infrastructure. Hence, it is increasingly important to
produce software more cost-efficiently [1]. This has led to an
increased interest, the last 30 years, in software engineering
(SE). The field of SE does not just cover the technical aspects
of creating software, it also attends to the aspects of managing
software projects. Empirical studies plays an important role
in order to study the effects of developed methods and tools
within SE.

Data collected from empirical studies are used to draw
conclusions. However, this data can contain outliers, values
that deviates significantly from the rest, which may or may not
impact the analysis of the study [2]. It is therefore important
to understand the impact of outliers in order to interpret the
results correctly and to draw valid conclusions [3]. Addition-
ally, the task of identifying and removing outliers needs to
be documented for the study to be more easily replicated.
This is of importance since replication studies, which confirms
earlier findings, helps build confidence in previously presented
results. Consequently, replication is considered as one of the
cornerstones in science and an indicator of how mature a
scientific discipline is [4].

In this study the availability of data in research papers from
empirical software engineering (ESE) will be investigated.
Moreover, the presence of undocumented outliers, within the
field of ESE, will be investigated using an unsupervised
detection method. Ultimately, this study aims at providing
guidelines regarding if/how outlier detection should be con-
ducted and presented in empirical studies.

In order to be able to replicate an SE study the data has to
be available. Therefore, our first research question is:

RQ1: To what extent is data available in research
papers from software engineering and in which form
is the data made available?

The documentation of outliers in SE studies are of impor-
tance for the study’s ability to be replicated. Therefore, our
second research question aims at investigating to what extent
the presence of outliers is documented:

RQ2: Are undocumented outliers present and docu-
mented in software engineering studies?

In order to study the effects of removing outliers on the
conclusions drawn in a paper the following research question
was, in addition, investigated:

RQ3: Does removing outliers change the conclu-
sions of recently published studies?

II. THEORETICAL BACKGROUND AND RELATED WORK

In this section two areas of importance for this study,
outliers and replication will be presented. In Section II-A
the concept of outliers will be discussed and issues regarding
outliers as well as related work will be presented. Section II-B
aims at presenting replication as a concept and its importance
as well as some related work regarding replication within SE.

A. Outliers

Outliers are data points that differ significantly from other
data points in a data set. A commonly seen definition for
outliers is “an outlying observation, or outlier, is one that
appears to deviate markedly from other members of the sample
in which it occurs” [2]. It is also stated by [2] that the
effect of outliers can impair the statistical analysis. Therefore,
determining if the collected data contains any data values that
should be regarded as outliers is of importance.

There are several approaches for classifying outlier de-
tection methods, three of them are mentioned by [5] as
unsupervised, supervised and semi-supervised detection tech-
niques. Unsupervised detection determines if a data point is an
outlier with no prior knowledge of the data set and flags the
data points most separated from the normal data as outliers.
Supervised detection use data that is pre-labeled as normal or
not normal in order to determine if the other data points are
outliers or not. Finally, semi-supervised detection uses a small
set of training data to detect outliers [5].

Seo and Bae have studied the effect of outliers in software
effort estimation. This was done by investigating the effect
outliers had on the estimation accuracy of commonly used
software estimation methods [6]. The methods were evaluated
on industrial data collected from publicly available repositories
such as PROMISE and ISBSG. A Wilcoxon ranked sum



test was used to see if removing outliers made a significant
difference. The authors reported that there was a positive effect
in estimation accuracy when removing outliers but not enough
to say that it is significantly better. The study by [6] differs
from our study by being focused on effort estimation and
using publicly available data sets only. Our study relies on data
retrieved from recently published papers within SE and takes
a more automated approach to outlier detection. The focus in
our study is on describing the state of practice when it comes
to data availability and how research data is made available
(RQ1).

In another study, Yuan and Bentler evaluated how outliers
distorts the results in covariance structure analysis and the
quantitative effect of outliers on statistical tests [7]. Covariance
tests are used to determine how different variables affect each
other. Since covariance tests are used within SE, see e.g. [8],
it may be of additional importance for the SE community to
understand what impact outliers have on the end result. The
study by Yuan and Bentler reports that effects of a few outliers
can discredit the value of using a model. They also report that
outliers do not need to be very extreme to break down the
covariance analysis.

B. Replication

As empirical studies have become more common within
SE the importance of being able to replicate studies increases.
Such replications are important since they help increase the
body of knowledge around SE, which in turn leads to an
increased maturity of the field. A replication of a study also
comes with benefits for the original study in terms of increased
confidence for the conducted experiment and the reported
findings (e.g. tightened confidence intervals). Furthermore, the
success of a conducted replication is not mainly depending on
how well the replicated results conform to the original but on
the contribution to the body of knowledge [4], [9], [10].

There are in general two forms of replication, internal
and external. Internal replication is carried out by the original
researcher or team while external replication is carried out by
someone else than the original author [4]. Furthermore, the
degree to which a replication is carried out can be divided
into exact and conceptual replication. An exact replication is
a replication which follows the original procedure as closely
as possible, whereas a conceptual replication is a replication
where the same hypothesis is validated through a different
procedure [10]. However, Juristo and Vegas [11] state that
exact replication within SE is close to non-existent due to the
difficulties in recreating the exact conditions from the origi-
nal experiment. Furthermore, Juristo and Vegas also propose
that promoting non-exact experiments could encourage more
researchers to perform replication experiments.

Sjøberg et al. [12] found in their survey that only 18%
of the surveyed papers from SE were replications. This was
a surprising finding considering that replication is seen as
important in science [13]. On the other hand, the reason for
this lack of replication studies might not be surprising since
Lindsey and Ehrenberg [13] suggest that it might be due to that
replicated experiments do not reward the researcher as much
as an original experiment.

The previously mentioned papers regarding replication
within SE are focusing mostly around replicating the exper-
iment and do not regard data analysis to a great extent (a
somewhat greater emphasize is devoted to this subject in this
paper). Though, within the field of bioinformatics, where large
data sets are common, more work has been carried out in
order to promote a more reproducible way of presenting the
analysis for a study [14]–[16]. The main purpose of these
proposals is to make the analysis clear to the reader with the
idea being that reproducing a study’s report is merely executing
an accompanying script in the report’s repository. This allows
the reader to easily reproduce artifacts such as plots and tables,
and the reader can even perform changes to the analysis and
study the result of them in vivo. If it is assumed that the amount
of data used by empirical studies within SE is increasing, the
need for standardized tools for handling data, such as those
promoted for bioinformatics, increases as well.

Although it might sound simple in theory to ensure that a
study is reproducible, the previously mentioned low outcome
of replications could be an indicator that it is harder in practice.

In order to make this study reproducible all results are
automatically generated and can be recreated at any time by
downloading the study’s resources1 and executing the analysis
script as described in the accompanying documentation (R and
a number of packages are needed)

III. STUDY EXECUTION

The study execution involved data collection and the ap-
plication of an outlier detection algorithm using our developed
‘pipeline’.

A. Data Collection

In the data collection phase the goal was to find suitable
papers whose data could be used to run outlier detection on.

The process of searching and reviewing papers was carried
out in a systematic way albeit not strictly following the
guidelines for conducting systematic literature reviews in SE.
Selection and quality assessment criteria were defined and used
to determine which papers to include for the study. The process
was meant to provide a sample of published papers to give an
idea of the current state of the research field. Therefore, an
exhaustive review over all papers published within the field
was not carried out. Due to this limitation, this review cannot
be considered a systematic literature review as defined in [17].
The methodology used for the review is further elaborated in
the following paragraphs.

Papers used in this study were selected from the research
field of SE. To refine the scope only papers from recognizable
sources within SE were considered. More specifically the
sources were the Empirical Software Engineering Journal
(ESEJ), International Conference on Software Engineering
(ICSE) and International Conference on Predictive Models
in Software Engineering (PROMISE). ESEJ was chosen since
it is a journal featuring articles on empirical research within
SE. Proceedings from ICSE was chosen since the conference
is considered to be among the leading conferences within

1https://github.com/linqcan/odser2014
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SE. The PROMISE conference proceedings include empirical
research and associated to this is an online repository2 con-
taining research data from papers. Therefore, PROMISE was
deemed as suitable source for elicitation. Furthermore, only
papers from 2013–2014 were considered, in order to get a
current sample of the field, i.e. an exhaustive search was not
conducted. As a final filter only papers regarding empirical
studies and numerical data were chosen. The papers that passed
the mentioned criteria were then considered for this study.

To answer RQ1 we investigated how data used in the
reviewed papers are made available to the public. This was
carried out by trying to access the raw data from the papers
selected previously. In the first step, a check was made to see
if the data was available in the paper. If no data was found
in the paper a search was made for references to webpages or
online repositories in the paper to see if the data was made
available online. The third, and last, step was contacting the
corresponding author via email and asking for the data. The
email sent was a short email acknowledging the author’s paper
and asking for access to the study’s data without elaborating
the intentions further. However, if an author asked about the
intentions a description of this study was given. If a reply did
not come within four weeks the data was regarded as ‘not
available’.

Papers that had data available, a described pre-process and
analysis and were suitable to outlier removal were analyzed in
order to answer RQ3.

B. Outlier Detection Algorithm

As the algorithm used to detect outliers we chose Modified
Z Score (MZS). The MZS algorithm measures how much a
particular data point differs from the rest of the data set, using
a score calculated by Equations 1–2. MZS is applicable for
one dimensional data and calculates the score, Mi, from the
Median Absolute Deviation (MAD). The MAD is calculated
by taking the median of the absolute value of the difference
between each point and the median for the data set [18]. Hence,
the algorithm is more robust than algorithms using the mean
to score outliers [19]. In Equation 2 the Mi score for each
data point is calculated by first taking the absolute value of
the difference between the specific point and the median for
the data set. As a second step the difference calculated in step
one is multiplied with 0.6745 to make the calculation more
robust [18]. As a third and last step the value from step two is
divided with the MAD to get the Mi score. In the exceptional
case where MAD equals zero the same alternative algorithm
as used by [20] is implemented. Furthermore, to label outliers
both the original and the alternative algorithm use the Mi score
and compares it to the average Mi score of the data set. In
[21] the authors suggests that if Mi is > 3.5� it should be
considered as an outlier. Furthermore, the authors propose that
using this cut-off value will make the method more robust.
Since MZS is considered to be a robust algorithm, does not
take any input parameters and does not require training data it
was deemed as a suitable candidate for this study, i.e. where
an unsupervised and automated process was a requirement.

MAD = mediani(|Xi �medianj(Xj)|) (1)

2https://code.google.com/p/promisedata/
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Fig. 1. Flowchart showing the steps involved in the pipeline. Analysis in R

involves creating all the artifacts mentioned in Section III-C.

Mi =
0.6745(|Xi �medianj(Xj)|)

MAD
(2)

C. Pipeline

In order to detect outliers unsupervised, in a large number
of data sets, an automated process was created, referred to
as the ‘pipeline’. This pipeline takes a data set as input and
applies the outlier detection algorithm on the set. A flowchart
of the pipeline can be viewed in Fig. 1. The purpose of the
pipeline was not only to facilitate automated detection but also
to increase the reproducibility of this study. By downloading
the published code a replicator can produce the same artifact
for analysis as we used during our research.

The pipeline is a Python script utilizing a set of scripts,
written in Python and R, that performs different tasks. The
outlier detection algorithm, MZS, was implemented in R and
produces a data file with the score for each value as well
as a boolean indicating if it is an outlier depending on the
set boundary. To facilitate testing of different boundaries, all
configuration options are set in a configuration file separate
from the pipeline. This lets the replicator test different bound-
ary values in order to view the effect of them. Based on the
information in the result file, a set of R scripts creates the
following artifacts that help the replicator analyze the data set
under investigation:

• The original data set with the identified outliers la-
beled

• Descriptive statistics for original and modified data
sets:

� Mean
� Median
� Standard deviation
� Number of outliers

• Density and QQ-plots3 for the original data set and
the modified data set

3The studied data set’s distribution is compared with that of a normal
distribution.

https://code.google.com/p/promisedata/
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TABLE I. DESCRIPTIVE STATISTICS FOR THE DATA COLLECTION.

Papers gathered 43
Papers missing contact information 2
Data requests made 30
Replies stating data is confidential 3
Replies stating ‘other reason’ to data not available 2
Replies with data 5

Papers with data available (online, paper, from author) 16
Papers with data online 4
Papers with data in the paper 7
Papers with identified outliers 8
Papers documenting outliers 16

TABLE II. DATA AVAILABILITY, LISTED BY SOURCE.

Available ESEJ ICSE PROMISE
Yes 23% 33% 0%
No 65% 67% 40%
From author 11% 0% 60%

• Plot with outliers marked and the change of mean if
they are removed

• Output of a Shapiro-Wilks normality test for both the
original and modified data set

� Output of a Welch’s t-test. Significance testing
for difference between the original and modi-
fied data set

� Output of a Mann-Whitney U test. Signifi-
cance testing for difference between the orig-
inal and modified data set

In order to facilitate the viewing of results, the results
can be browsed using the web browser. From the information
available one could, for example, study the significant effect
(on the original data set) of removing outliers. The normality
tests help the replicator decide which significance test is
applicable for the data set under investigation. A more detailed
description of how the pipeline works can be found in the
README file accompanying the repository. Our pipeline is
open source and we encourage the community to try it out
and provide feedback.

IV. RESULTS

In Table I descriptive statistics for the paper search is
presented. In the beginning, our paper search consisted of
187 papers (ESEJ 45, ICSE 130, PROMISE 12). 43 out of
those papers matched the criteria stated in the data collection
description. Out of these 43, 16 (37%) had data available after
a request was sent to the authors. As additional information
regarding data availability, the source with the highest rate of
papers with data available was PROMISE (60%) followed by
ESEJ (34%) and ICSE (33%). Additionally a more detailed
description if data was made available or if it needed to
be requested from the authors can be viewed in Table II.
Furthermore, it is stated in the table that two replies were
given as ‘other reason’, these reasons were that the data’s size
was too large for it to be handed over and that the data was
not easily available to the author. Finally, Table III shows how
the selected papers were divided by the three different sources.

Regarding RQ2, PROMISE (80%) had the largest per-
centage of papers documenting outliers and was followed by

TABLE III. SELECTED PAPERS FROM SOURCE.

Papers gathered 43
From ESEJ 17
From ICSE 21
From PROMISE 5

TABLE IV. TO WHAT EXTENT OUTLIERS ARE DOCUMENTED, LISTED
BY SOURCE.

ESEJ ICSE PROMISE
Documents
outliers

53% 14% 80%

ESEJ (53%) and ICSE(14%) as listed in Table IV. After the
application of the outlier algorithm, MZS, 24 out of 77 data
sets (31%) were reported to have outliers.

In our data collection we collected 43 papers and 13 of
those were investigated in more depth [22]–[34]. Finally, two
papers were deemed fit for analyzing RQ3, they were analyzed
as follows:

a) Do background colors improve program comprehen-
sion in the #ifdef hell?: In this analysis the focus is on on
research hypotheses RH1, RH2 and RH4 from [29] since they
all regard non-binary data and their data was made accessible
by the authors.

For RH1 and RH2 post-processing was carried out on
all the data sets regarding the maintenance tasks (Mx) as
the authors had omitted response times for questions that
were answered incorrectly. This omission was mentioned in
the original paper and clarified by the authors via email
correspondence.

The authors answer RH1 (“In static tasks, colors speed
up program comprehension compared to ifdef directives”)
and RH2 (“In maintenance tasks, there are no differences
in response time between colors and ifdef directives”) by
conducting a significance test and an effect size test for the
static and maintenance tasks to compare the test using colors
with the test using ifdef. To reproduce these tests a Mann-
Whitney U test was used for non-parametric and Welch’s
t-test for parametric significance testing. Only the data sets
with possible outliers, S1-ifdef, M1-ifdef and M2-ifdef was
considered for the reproduction. The new significance tests
carried out in this study, Mann-Whitney U for S1 and M2
and Welch’s t-test for M1, indicated no difference in the
conclusions compared to those carried out by the original
authors. The effect size test, calculated using Cliff’s �, for
S1 was slightly altered (�0.6417 compared to �0.61) but it
resulted in no SSD.

RH4 was validated using significance tests in the original
study. The data sets used in RH4 consisted of results from
a survey using a 1–5 Lickert scale. After outlier detection
was conducted on the data sets used for this research ques-
tion, three data sets were reported to have potential outliers:
M1-ifdef performance, M2-ifdef performance and M3-ifdef
performance. Since these were the only modified data sets,
significance tests were only reproduced for these three data
sets. The reproduction of the statistical analysis, using a Mann-
Whitney U test, showed no other results than those reported
in the original study.



b) An empirical study on the developers’ perception
of software coupling: The results from the experiment were
reported using a 1–5 Lickert scale and were not processed
before being analyzed. In the original analysis the different
coupling techniques’ p-values are compared with each other.
The p-values are calculated with a Mann-Whitney U test,
this test is then used to determine if there is a perceived
difference between the different coupling techniques. Out
of the eight investigated data sets from jEdit only three
contained outliers: Semantic-low, structural-low and logical-
low. After removing all outliers from the three data sets the
same Mann-Whitney U tests, as used in the original study,
was executed. This led to six tests and in one of those tests
the p-values changed noticeable, in the comparison between
structural low and logical low. However, in all honesty, this
change does not affect the overall conclusion of the original
study.

V. DISCUSSION

Based on the data gathered we answer our research ques-
tions as follows.

RQ1: 37% of the papers (16) collected had data available.
In total, 16% of the papers in the sample offered data in the
paper and 9% online. The result presented here is far from
surprising for an, in our opinion, immature research field such
as SE. There could be many reasons for the low outcome and
we propose two reasons which we believe are more important:

First, there is a lack of consensus on how to treat and make
raw data available within SE. This is, according to us, a major
issue and something that the field of SE needs to address. In
our guidelines we elaborate more on this.

The second reason, proposed by us, for the low outcome
is that replication is not kept in mind by researchers while
conducting their research. This might have to do with replica-
tion not being common within SE as it is a fairly immature
research field (compared to physics and medicine). Also, we
have observed that the replication mentioned in SE research
literature concerns full experiment replication and does rarely
mention replication of the data analysis, so called re-analysis.
However, we believe that re-analysis is of importance as well
since it can be used to validate if conclusions based on, for
example, significance tests are correct. As an example of this,
one of the papers included in this study was found by us
to have incorrect calculations in the analysis. This error was
later confirmed and corrected by the author who stated that
it fortunately had no impact on the conclusions in the paper.
In addition, being able to conduct re-analysis would further
encourage meta-analysis in SE research, since access to data
and statistical analysis procedures would be readily available.

RQ2: Out of the 16 papers having data available, 13 were
used in this study. Our outlier detection algorithm identified
outliers in data sets from 8 out of those 13 papers. In total, 24
of the 77 data sets that were analyzed contained outliers. We
chose a robust method for detecting outliers since we wanted
a method that fitted a wide range of data sets in order to
implement an automatic process. However, this probably led
to less outliers being found in comparison to if we would have
chosen a suitable outlier detection method for each data set.
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Fig. 2. Plot with with an obscure outlier. Data set from [24].

This fact should be taken into account when interpreting our
results and is mentioned in our threats to validity.

In this study, 27 of the 43 papers gathered do not document
outliers at all. Furthermore, 3 out of the 8 papers identified to
have data with outliers do not document the presence of them.
This is troublesome as it hinders replication of SE studies in
the long term as they do not mention how they handle outliers
at all.

Figure 2 and Fig.3 provide examples of the output our
pipeline creates. Furthermore, they also show how outliers can
be more or less difficult to determine using visual inspection.
Hence, it is imperative that researchers use these automated
tools of analysis as input when analyzing possible outliers.

RQ3: None of the two papers further analyzed [22],
[29] showed that removing the identified outliers changes the
conclusion. However, one should remember that outliers are
highly subjective but in our case treated ‘delicately’ by our
algorithm. Furthermore, the final sample size (2) is very low
which makes it hard to draw any conclusions.

During the course of data collection for this study we
encountered some issues, except those mentioned earlier, re-
garding data handling and analysis worth mentioning. We will
present our proposal for solutions for the following issues next:

• Some authors use data from repositories such as the
PROMISE database. However, they do not clearly
state how the data was extracted from the repository
which makes replication tedious and in some cases im-
possible. For example, in one of the analyzed papers,
the data sets were divided into subsets and it was not
described how the division was done. This hindered
us from recreating the post processing of the data and
we had to exclude the paper.
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Fig. 3. Plot with a distinct outlier. Data set from [31].

• Even though we were given access to raw data at
many times, this data was on the other hand, at times,
‘too’ raw. Meaning that to get the data needed to
reproduce their analysis we also needed to perform
some kind of data extraction. This is both a difficult
and time consuming procedure (thus prone to errors)
which further complicates the replication of a study.

• The connection between the raw data and the paper
was not obvious for some of the studies we reviewed.
For example, one data set used column names which
were a combination of abbreviations and words in
the authors’ native language (not english). This led to
some confusion and we needed to contact the author
several times in order to understand the published data.

• For some of the papers analyzed we had to contact the
authors to have them explain their analysis and mo-
tivation behind the choices they made. For example,
some papers mentioned that they used a “Wilcoxon”
significance test without specifying if it is one or two-
sided and/or a paired test. This creates unnecessary
uncertainty about the analysis conducted and makes
replication more difficult.

When taking into account all the above items it is clear that
journals and conferences should require authors to be more
explicit in describing study execution and analysis.

Even though the removal of outliers did not affect any
conclusions, the algorithm used (MZS) did identify outliers in
some cases. As the algorithm is easy to use it could still be of
interest for researchers to use this method to quickly identify
outliers. However, when the algorithm proposes a data point
to be an outlier, this alone is not enough to exclude it from a
data set. Researchers are encouraged to use simple detection
algorithms, such as MZS, but then use the results from these

algorithms to discuss the inclusion or exclusion of data points
in their study.

c) Guidelines for Outlier Detection:

• Outlier detection algorithms are only tools to help
suggest what data points could be outliers. Researchers
should view these suggestions critically and reflect
over the results before removing data points.

• A motivation to why a data point is an outlier should
always be provided.

• When conducting outlier detection, one should present
which data points were regarded as outliers by the
algorithm.

• Always document. It is important that no tacit knowl-
edge is needed to replicate the outlier detection and
removal conducted.

d) Guidelines for Facilitating Replication:

• When using already available data it is important to
present how the information was extracted.

• Use online data storage solutions such as Figshare or
Github instead of hosting data on personal university
pages.

• The information presented in the paper should clearly
correspond to the information in the raw data set.
Preferably, the authors should provide a key stating
the mapping between the paper and the data set.

• The type of significance test executed should be
clearly stated together with a motivation of why this
test was chosen.

VI. THREATS TO VALIDITY

Our study relied on a several previously published studies,
but any flaws in the execution of this study, or in the subse-
quent analysis that was performed, is solely ours. Below we
list some of the more important threats to validity.

A. Internal

• For conducting outlier detection robust methods were
used. These methods used parameters settings that
were meant to fit a wide range of data sets and were
not specialized. Having used specialized settings for
each data set we might discover more/less outliers than
we did in this study.

• Removing a full pair in data sets used for pair-
wise testing could be a validity threat as we could
potentially remove non-outliers from one data set.
This would then make it difficult to conclude anything
about the effect of the outlier detection we did initially.
However, we did not conduct this ourselves in this
study but we like to underline the threat in conducting
such elimination of data points.



B. External

• We only collected a current sample from the last one
and a half year. This limited sample might not be
representable for studies conducted earlier, but we
deemed them to be a representative/stratified sample
of current SE research.

C. Conclusion

• Some of the data sets gathered during the data col-
lection did have a small sample size to begin with.
The sizes became even smaller when you remove data
points suggested as outliers. The initial small sample
size is a validity threat to the original study, but the
new smaller sample size is a validity threat to our
study and in particular in regard to how we draw
conclusions regarding the significant difference of data
sets before and after outliers are removed.

D. Construct

• Only having one researcher reviewing each study
might have caused a bias. To try and mitigate this
risk we discussed issues regarding the studies among
us.

VII. CONCLUSION

From the information we collected while preparing our
replications we found that 63% of the investigated studies
do not document outliers. Furthermore, 38% of the studies
had outliers, according to our outlier detection, while not
documenting any.

Regarding the data availability, we found that 26% of the
studies had their data directly available either in the paper
or online. Additionally, 12% of the studies’ corresponding
authors replied with data after we sent out an email request.
In total, 37% of the studies investigated had data available.
From this we conclude that the state of replication, in regards
to replicating data analysis, is less than desirable within ESE
and we believe it is in need of improvement.

In order to help the research field of SE to improve, our
study provides the following contributions to the body of
knowledge:

• Outliers exists within recently published ESE studies
and can be found with robust methods.

• The extent to which recently published ESE studies
document outliers.

• The extent to which recently published ESE studies
make their data available and how it is made available.

• Guidelines for conducting and presenting outlier de-
tection for ESE.

• Guidelines for how to improve the reproducibility of
ESE studies.

VIII. FUTURE WORK

For future work we recommend not to conduct more studies
regarding outliers and outlier detection on already published
studies. Instead, we propose that this should be done on to-
be-published studies by journal and conference authors and
reviewers through the use of mandatory outlier detection. The
reason we propose to not conduct more studies on already
published studies is that our results shows that it is, to a certain
extent, difficult to obtain data from recently published studies.
Hence, we assume that trying to get hold of data from older
studies could be even more difficult.
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