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Abstract—Modeling and abstraction is key in all engineering
processes and have found extensive use also in software engi-
neering. When developing new methodologies and techniques
to support software engineers we want to evaluate them on
realistic models. However, this is a challenge since (1) it is hard
to get industry to give access to their models, and (2) we need a
large number of models to systematically evaluate a technology.
This paper proposes that search-based techniques can be used
to search for models with desirable properties, which can then
be used to systematically evaluate model-based technologies. By
targeting properties seen in industrial models we can then get the
best of both worlds: models that are similar to models used in
industry but in quantities that allow extensive experimentation.
To exemplify our ideas we consider a specific case in which a
model generator is used to create models to test a regression test
optimization technique.

Index Terms—Automatic Model Generation, Search-Based
Techniques, Model-based Software Engineering Technology.

I. INTRODUCTION

Models are a central concept in any engineering discipline
and have found many uses also in software engineering [12].
Models can be used on multiple abstraction levels and in sev-
eral stages of software development from project, requirements
to testing. Besides providing valuable information regarding
the product being developed, in many cases they help automate
some of the development activities; in fact this is often a
driving factor in developing models in the first place.

Several studies have described benefits of using model-
based (MB) techniques [13]. However, there are also draw-
backs and in particular the area has been criticized for a
general lack of empirical evaluation. For example, a systematic
review on model-based testing concluded that there was a
general lack of empirical evaluation and transfer to industrial
use [4]. There are many reasons for why this is the case. In
this paper we focus on what we think is a key reason: even if
we want and try to perform systematic, empirical evaluation
we often cannot find enough number of realistic models to
allow conclusive results. Basically, for models to be realistic
they should have a size, type and other characteristics that
are typical of the models used in organisations developing
software. However, these organisations are often reluctant to
share their models; the models are a key part of the economic
value and competitive advantage of these organisation. And
even if a few organisations would give models for research, the
number of models so gained might not be numerous enough
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or diverse enough to allow a systematic and statistically valid
evaluation of model-based software technologies.

To address this situation we propose to combine search-
based techniques and stochastic model generation with statis-
tical summaries of realistic models. Statistical summaries of
actual models used in the software industry allows an effective
form of anonymization; most companies would allow us to run
scripts on their models in-house and just export the descriptive
statistics. Combining this information with stochastic model
generators would allow us to generate large number of models
that share characteristics with industrial models. However, by
adding search and optimization to this mix we can also ensure
diverse models, for example finding models that are easy or
hard for the technology being evaluated. In general, search-
based techniques would allow exploration and visualisation of
different spaces of models as well as the difficulty for the
technique over this space [6], [7].

To illustrate our ideas, we use a model generator to evaluate
a model-based regression test (MBRT) selection technique.
Our generated models represents a generic reactive determin-
istic software, where the system reacts to inputs by showing
expected output in a state-based format. After modifying the
models we can use them to generate test cases and execute the
selection technique. The goal is to explore how the models’
characteristics affect the performance of the technique, thus
pointing to areas of improvement based on a deeper under-
standing of both strengths and limitations.

In the following, we present related work on model gener-
ation (Section II) and then present an example case of model
generation for evaluating a MBRT optimization technique (III).
Section IV explores our core idea and present three different
types of search-based model-generation for tech evaluation
(SBMTE) and explores their use on our example case. Finally,
Section V concludes.

II. BACKGROUND AND RELATED WORK

Models allow the representation of external, internal, behav-
ioral and structural interactions, improving the understanding
of the software. We can use MB techniques to automati-
cally harness information from models for a specific purpose
(e.g. test case generation, fault detection and risk analysis).
Therefore, it is important to have a well specified model. The
quality of the model depends on several variables such as the
format of the model used (UML Diagrams, State Machines,
Control Flow Graphs, among others) or the expertise of the
people responsible for building the model [5], thus, modeling
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consumes a lot of time and effort. In these cases, an alternative
is to automatically generate or transform it from other format.

Automatic model generation is discussed in different fields
of software research. Feng et al. [9] generate models for
testing of real-time embedded systems, where the specification
provides better visualization, thus facilitating its integration
and analysis. In their work, a machine learning approach
generates a control flow from execution traces. Huselius et
al. present similar work, targeting legacy systems [11].

In both studies, the generation relies on information of
traces of execution from a program. The goal is to obtain
information about the system from which the model is being
generated, such as prototyping of future design, or retrieve
data dependencies. In our approach, we target generation of
models to execute MB techniques.

Deeptimahanti and Sanyal [3] propose a semi-automatic
generation of UML models from natural language specifi-
cations through natural language processing techniques. The
authors provide tool support (UMGAR) that generates use-
case diagrams, analysis class model, collaboration diagram,
and design class model. The use case templates used by
the authors provides a level of abstraction similar to the
models that our strategy generates. However, the generation
still depends on human interaction to remove irrelevant classes
in diagrams. Also, the generation is for specifications de-
scribed in natural language (sentences with subjects, verbs,
etc.) hampering instrumentation when generation of a large
quantity of models is required.

In the model-driven engineering (MDE) field, model trans-
formations need to be tested, and models have to be generated
to enable the testing of these transformations. In this context,
models are generated from meta-models or Object Constraint
Language (OCL) expressions determining possible inputs and
outputs of the target model [10], [14]. In these studies,
modeling or analysis is required prior to generation, focused
on the transformation to be tested.

On the other hand, our goal is to enable a much simpler
and yet generic model generation to allow early execution
or evaluation of MB techniques in combination with search-
based techniques. The inputs of our generator are values
describing the models that need to be generated independent
of a particular context of application. In turn, these values
can be obtained, for example, from models of other projects
inside the industry or reported in the literature. It is important
to notice that MDE concepts and technology can also be used
to support our solution.

III. EXAMPLE OF GENERATION FOR MB TESTING

This section illustrates the use of a model generator to
evaluate a technique for MBRT selection (Fig. 1). The goal
is to execute the technique on several test suites and then
perform statistical analysis on the results. Since numerous test
suites are required to achieve statistically valid evaluation, we
developed a generator to create models that, in turn, generate
test cases allowing the execution of the technique.

The models are generated and modified according to a
set of values (i.e. parameters) expressing characteristics of
the desired type of model (e.g. size, number of branches,
paths with loops and additions). By varying these values and
generating different test suites we analyze the selected test
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Fig. 1. Using the model generator in an MBT technique for regression test
case selection.

cases and draw conclusions regarding the performance of the
technique and the characteristics of the models being modified.

A. Automatic Generation Strategy

One of the challenges is to choose a format of model capable
of expressing real specifications, which could be constructed
automatically. With that in mind, we decided to use a Labeled
Transitions System (LTS), to generate our models, since the
different paths of an LTS can represent sequences of inputs
and outputs around the common and alternative flows being
tested. Furthermore, they have already been widely used for
automatic test case generation and selection [1], [2]. LTS is
defined as a 4-tuple S = (Q;A;T ; q0), with: the set of states
(Q); a finite nonempty set of labels (A); the transition relation
(T ⊆ (Q×A×Q)); and the initial state (q0).

Figure 2 shows an example of an LTS representing different
flows in a simple application (inputs and outputs are marked
by “?” and “!”, respectively). The sequences of inputs and
outputs determine the behavior being modeled, since flows
can branch into alternative paths and join again in common
scenarios. Each path in a LTS represents a test case.
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Fig. 2. Example of an LTS as a specification model.

LTSs provide a powerful level of abstraction, and have sim-
ple structures capable of expressing a variety of applications.
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Some tools use LTS as an input format, and it can be trans-
formed from other model formats (e.g. sequence diagrams)
[1]. The states and transition also provide an intuitive idea
about the scenarios that can be executed, allowing an easy
understanding of what is being specified.

B. Parameters and Structures
The transitions in the LTS represent the execution of a step

of the software going from one location to another. From
now on we will refer to locations as states of the LTS2. The
parameters for generation are the quantity, size3 and structures
of the LTS.

Firstly, a sequence in the specified size is generated (i.e. the
main flow), then paths with loops, branches and joins (Fig. 3
(a), (b) and (c) respectively) are added in arbitrary locations of
the LTS. That process continues until the specified number of
LTS are generated. In the end, transitions are carefully added
and removed from the generated model to obtain different
versions and perform regression test case selection. With that
idea it is possible to automatically generate several different
LTS graphs. Despite being different, the parameters provide
some level of control allowing the generation of similar LTS.
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Fig. 3. Different structures used to generate an LTS. (a) Path with loops; (b)
Branch or alternative flows; (c) Joins or common flows;

C. About the Generation
Models such as the ones we generate can be used for

statistical analysis, since the parameters can be changed ob-
taining different results. An example here is to investigate
the scalability of a technique’s performance as the size of
the model grows. The parameters can be adjusted to generate
bigger and more complex models allowing for the investigation
of how the technique behaves with such models. The results
can then be used to improve the technique.

The generation can also be based on parameters obtained
from real models, e.g. analyzing models from a repository.
This allows the generation to be targeted to a specific type of
model, but using inappropriate values can affect the represen-
tativeness of the models being generated. On the other hand,
many models have common entities that need to comply with
meta-models, for example, UML use case or sequence dia-
grams. These common entities can then be used as parameters
for comparison of different models generated.

2The state in a LTS differs from the idea of a state in a Finite State Machine
because it does not represent a system state (e.g. “Running” or “Waiting for
input”), instead it represents a state of the execution flow.

3In this work we consider the size to be the number of transitions in the
main flow specified. For example, a size 4 will yield an LTS with 4 inputs
and 4 outputs in the main flow.

Also, general metrics from graph theory can be used to
explain properties of the models. An example is the use of
eccentricity and other distance measures in social networks,
or clustering of states and transitions to compare models
and identify modifications. This provides different scenarios
where our generator can be integrated and used. Currently,
the example and generator described in this work are currently
implemented in the LTS-BT tool [2].

IV. SEARCH-BASED MODEL GENERATION FOR
TECHNOLOGY EVALUATION (SBMTE)

We propose a simple, 2-dimensional model of approaches
to evaluating model-based software engineering technology, as
shown in Fig. 4. The approaches vary on two main dimensions:
realism of models (along vertical axis in the figure, note that
here only two approaches, both of high realism, are actually
shown), type of search employed (varies from left to right
on horizontal axis, left-most and right-most shown). Note that
all of our approaches assume the existence of a stochastic
model generator that can generate models of the right type
given values for or distributions over model parameters4. In the
example in Section III, the model parameters are the number
of states, joins, branches and paths with loops.

The realism dimension is used to denote variation along
a continuum of different levels of realism. Only the most
realistic level is shown in the figure. At this level model
property extraction is used to get summary and descriptive
statistics about models actually used in industry. This might
be easier for some aspects of models (nodes, connections
etc.) than others (constraints and semantic information in
the models, for example). We propose that the researchers
construct extraction scripts that industrial partners can apply
on their models and send back characteristic model parameters
(script-based property extraction). For lower levels of realism
the researchers have basic descriptive statistics about model
parameters only from a few companies or guess them from
existing literature relevant for the model types being studied.
At the lowest level of realism the researcher has no informa-
tion about characteristic models; however, such zero realism
SBMTE can still give valid technology evaluation if combined
with search.
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(industrial)
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Fig. 4. Two-dimensional model of approaches for SBMTE.

4This restriction is not essential though, since a simpler model generator
can be combined with search and thus act as a more adept generator.
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For the search-type dimension we propose that at least three
different levels should be distinguished. At the basic level no
optimizing search is used, essentially this amounts to a random
search given the model generator. Without realistic model
parameters this could be used to evaluate our MBRT technique
by generating many small, often called toy, models ensuring
the technique is feasible. By getting realistic model parameters
from industrial partners a ‘random search SBMTE’ could be
used to collect convincing evidence that a technology would
scale to and work for actual industrial systems. However, by
going to the next level of search we could search for models
with specific combinations of parameters that may not be
directly available among the industrial models from which we
extracted typical properties. Basically the search would allow
us to explore the space of possible models around the region
for which we have (high realism) or have not (low realism)
information about typical models. As noted by Feldt in other
studies, interactive visualisation of high-dimensional data is
likely to be key in making this exploration useful [7].

The next level of SBMTE would use performance measures
of applying the technique itself on the generated models to
guide the search in the model space. This ‘online SBMTE’
would allow specific models and areas of the model space to
be found for which the technique performs well or badly, or
have shorter/longer execution times. This could be essential
in allowing the proper evaluation of a MB technique and
allow visual comparison and trade-off between different MB
techniques. However, since many MB techniques are time
consuming and the technique is ‘in the loop’ of the search
it is likely that this type of SBMTE would be costly. Thus it
is meaningful to distinguish it from model-focused SBMTE
where only characteristics about the models themselves are
used in the search. We propose to call this ‘offline SBMTE’.

For the MBT example in Section III we initially only had
a ‘low realism’, ‘no search’ approach to evaluation, i.e. in
the lower, left part of our SBMTE model in Fig. 4. By
developing our SBMTE model we clarified our thinking and
are currently exploring improvements to our MBT technology
evaluation along both dimensions. We have secured access to
realistic industrial models from which we will extract salient
properties. But we are also integrating the model generator
with a search-based optimization framework, built on Differ-
ential Evolution (DE) and Particle Swarm Optimization (PSO),
so we can do offline SBMTE. Once we have done high-
realism, offline SBMTE we will be able to consider online
SBMTE of the MBT. However, alternative solutions might
give similar benefits, for example fractional factorial designs
of experiments in combination with offline SBMTE might give
enough evaluation power, much as it has alleviated the need
for meta-optimization in other types of research [8].

V. CONCLUSION AND FUTURE WORK

This paper discusses the idea of combining automatic model
generation and search-based strategies for investigating MB
software technology. We showed how the generator can be
used with a MB testing technique, and then discussed the
evaluation of MB technologies considering the realism of
the models generated, and the type of search employed.
Our thinking about different approaches to combine these
technologies lead to a clarifying framework that has helped us

better structure and plan our ongoing work. We believe that
this SBMTE framework, with its two dimensions of realism
and search type, has general value and can be useful for other
researchers evaluating MB software technology.

Even though we exemplified our model on a specific type
of model, labeled transition systems, for the evaluation of
a specific MB technique, regression test case selection, the
SBMTE framework is not limited to any particular model
of technique. Different parameters to LTS models or wholly
different models can be investigated (e.g. activity diagrams
and use case diagrams). Modifications of specification models
can also benefit from our approach, since SBMTE can search
among the space of models to determine, for example, possible
changes that can be performed, or changes that have specific
characteristics. In the software engineering literature, MB
techniques have been proposed for several purposes (e.g.
specification, architecture and testing) and for different levels
of the software (e.g. unit, integration and system) yielding a
variety of combinations where our approach can be explored.
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